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Abstract. Farmer suicides have reached a concerning level in In-
dia recently. This issue mainly stems from farmers’ inability to sell
their products at the desired profit level, which is caused by price
fluctuation in the agriculture market. To help the farmers with this
issue, this paper proposes a deep learning algorithm, PECAD-CLS,
which can predict the future crop price trends (Increase, Decrease,
Stable) based on the historical patterns of crop price and volume.
Even though previous studies have attempted to tackle market price
trend prediction via Machine Learning (ML) algorithms, they do not
model the spatio-temporal dependence of future prices on past data
explicitly. Hence, they do not have a desirable performance on the
spatio-temporal datasets. To address this deficiency, our proposed
method makes two main contributions. First, we collect real-world
daily price and volume of different crops over a period of 11 years
and then impute it to deal with missing values. Second, we modify
a state-of-the-art model, called PECAD, to predict the future pro-
duce price trends. Our experiment results show that PECAD-CLS
improves state-of-the-art baseline models by ∼5% in terms of F1
(in the best case scenario). In addition, the PECAD architecture per-
forms even better in direct crop price prediction; it outperforms base-
lines by ∼24% in terms of coefficient of variation.

1 Introduction

One of the complicated issues that Indian farmers deal with is the
volatility of the crop price especially in harvesting season. As a re-
sult, they may not only lose their saving but also end up not being
able to pay back their loans. Accumulation of these problems has
led to a large number of farmers to commit suicide. According to
official reports, over 12,000 farmer suicides have occurred annually
since 2013 [10]. More importantly, this trend is exasperating every
day; e.g., over 600 farmer suicides have been reported in the Indian
state of Maharashtra from January to March 2019 [6].

Farmer suicides stem from several socio-economic factors such
as crop failures, irrigation issues, the distress of repaying loans, etc.
Failing to pay back the agricultural loans is one of the most important
problems that mostly results from price fluctuations in the agricul-
tural market [8]. Given the importance of the issue, we have decided
to address that using predictive analytics.

The research question that we are going to address is as follows:
Can we build an accurate predictive model to foresee the future crop
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price trends in different markets based on the historical patterns of
crop price and volume? This model can help farmers make intelligent
decisions on selling their crops using the future crop price trends in
various markets.

To address this question, several real-world conditions need to be
taken into account. First, there are a large number of missing values
in datasets. Second, there is a long-term temporal dependency be-
tween the future crop price and past pricing patterns. Third, there is a
spatial dependency between crop prices in different markets; the crop
prices in nearby markets may be closer to each other compared to
those in distant markets. Therefore, it is crucial to design a model ca-
pable of dealing with these challenges (i.e., data sparsity and spatio-
temporal dependency between crop prices).

There have been several studies on predicting future crop price
trends using various ML approaches. However, they do not model
the spatio-temporal dependence of future prices on past data explic-
itly. As a result of this deficiency, they do not achieve a desirable
performance on the real-world spatio-temporal datasets.

To fill this gap, we propose a deep neural network architec-
ture, called PECAD-CLS (Price Estimation for Crops using the
Application of Deep Learning for CLaSsification), to predict future
price trends based on the historical pricing and volume patterns. This
model makes two major contributions: First, it collects real-world
data on crop prices and volumes at 1,352 Indian agricultural mar-
kets over a period of 11 years from Agmarknet.gov.in6 and imputes
missing values with a state-of-the-art algorithm. Second, it adapts a
state-of-the-art model, PECAD [4], to predict crop price trends.

To evaluate the proposed model, we consider two classification
tasks. In the first one, we only predict the upward and downward
directions of price changes. However, the price movement doesn’t
always show a clear upward or downward trend in the market. There-
fore, in the second task, in addition to those two classes, another class
representing price stability is considered. According to the experi-
ment results, PECAD-CLS improves the F1 of several state-of-the-
art baseline models by ∼5%, which results from explicitly modeling
the spatio-temporal dependencies during neural architecture design.
Besides, the PECAD architecture performs even better when predicts
crop prices directly: it outperforms baselines by ∼24%.

Related work. Several studies have attempted to tackle farmer dis-
tress via ML algorithms. You et al. [11] proposed a deep neural net-
work for predicting crop yield using remote sensing data. However,
this model needs satellite images of fields which can be hard to ac-
cess in low-resource environments. In [2, 7], the authors took advan-
tage of classical ML approaches to predict crop price trends. How-

6 http://agmarknet.gov.in/



Figure 1: Correlation between Green Chilli prices at different markets across the Indian states of Maharashtra (green) and Punjab (red).

ever, they did not benefit from the spatio-temporal dependency be-
tween future price and past pricing patterns. Recently, Guo et al. [4]
proposed a deep learning method for price prediction based on the
spatio-temporal dataset.

2 Real-World Dataset

Data Collection. To conduct this study, two datasets are collected.
The first one is raw data on the price and volume of three different
crops (Brinjal, Tomato, and Green Chili) at 1352 agricultural mar-
kets across India over the period of 2008 through 2018. This data is
fetched from the Agmarknet.gov.in6 website, which is administrated
by the government of India.

Furthermore, to capture the effect of physical proximity on crop
prices, the geographical locations of markets are needed. For this
purpose, we collect latitude and longitude of the locations of markets
using Google Maps API. Each market and crop is assigned a unique
ID, which is converted to a one-hot vector representation.

Data Preparation. One of the challenges that we ran into is the large
number of missing values. These missing values are caused by sev-
eral different factors, e.g., on certain days, markets may have been
closed or no transactions have been recorded. To deal with this issue,
we apply a state-of-the-art data imputation method named SoftIm-
pute [5] to replace the missing values with an estimated value. In
addition, we conduct time quantization to deal with the vanishing (or
exploding) gradients issue, which may happen during learning long-
term temporal dependencies. In fact, we consider a time window of
w days (we test with w values of 4, 6, and 9) as a single time step
and average the crop prices and volumes to obtain those values for a
specific time step.

To develop a price movement prediction model, we consider two
groups of classification. In the first group, we divide the dependent
variable into two categories, “Increase” and “Decrease”, to monitor
the upward and downward movements of the price. However, some-
times, price movement does not show a clear upward or downward
trend in the market. Therefore, in the second type of classification, we
added a third category, “Stable”, which keeps track of the relatively
stable price patterns. For this purpose, we round the price values to

the nearest 10 (e.g., if the price is 123, it will be rounded to 120).
We denote the new price P̃ c

m,t. Therefore, the label of a datapoint for
the crop c and tth time-step at market m (yc

m,t) is defined as follows.
This helps in the case of minor increase or decrease which may cause
malfunction to our model on more obvious increases or decreases.

yc
m,t =


Increase if P̃ c

m,t > P̃ c
m,t−1

Stable if P̃ c
m,t = P̃ c

m,t−1

Decrease Otherwise.

Data Characteristics. The final dataset consists of ∼40000 labeled
data points. An input feature vector consists of the following ele-
ments: vector embeddings of the specific crop c and market m, lon-
gitude and latitude of the location of the market m, and price and
volume of crop c at market m over the past n time steps (the feature
space includes the pricing and volume data for previous 360 days).

Furthermore, prices at nearby markets are highly likely to be cor-
related. We generate a heatmap indicating the correlation between
Green Chilli prices at a subset of markets (i.e., the spatial depen-
dency between prices). As shown in Figure 1, the prices at those
markets located in the same state, e.g., Maharashtra, are highly cor-
related. However, there is a slight correlation between the price at the
markets across two relatively distant states, Maharashtra and Punjab.

3 Deep Learning Algorithm
PECAD-CLS adapts a state-of-the-art algorithm called PECAD [4]
for classification. It takes advantage of two best practices, a wide and
deep network [3] and Temporal Convolutional Network (TCN) [1]
(shown in Figure 2). The features that make PECAD stand out com-
pared to similar algorithms are capturing long-term historical pat-
terns (by using TCN) and dealing with highly sparse inputs in an effi-
cient manner (by using wide and deep architecture). However, unlike
the original wide and deep network which uses cross-product trans-
formation features as the features to train the linear model, PECAD
uses a novel combination of two separate TCNs for memorizing the
sequence of price and volume, respectively.



To predict the price trends, we add a Softmax layer on top of the
last layer of the network and employ a categorical Cross-Entropy loss
function. In addition, we consider pricing and volume data from 2008
to 2016 as the training set. The remaining data (price and volume data
from 2017 to 2018) is considered as the test set.
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Figure 2: Architecture of the PECAD model [4].

4 Experimental Evaluation
For each window size (4, 6, and 9 days), a separate model is trained
for 150 epochs. Then, the average performance of the model over 20
runs is reported. Later, we compare the original PECAD (regression)
and PECAD-CLS (classification) with some baselines and analyze
the findings in the Discussion section.

Baselines. To evaluate the effectiveness of our model, we compare it
with Random Forest (RF) and four deep learning models capable of
capturing spatio-temporal dependencies. The first model is the stan-
dard TCN model (TCN) [1]. The second one is the standard wide and
deep networks (Standard Wide & Deep) [3] in which cross-product
transformation features are used as the input of the wide network,
instead of using TCN transformation. The third model is (Attention-
LSTM) [9] which utilizes attention mechanism to memorize long se-
quential input. The last baseline (PECAD-CLS - Single-TCN) is a
variation of the PECAD-CLS in which a single TCN is used for cap-
turing historical pricing and volume patterns.

Regression. As the performance measure, “coefficient of variation”
is used to compare different ML models. Coefficient of variation is
the root mean squared error (RMSE) divided by the mean produce
price. Table 1 shows the performance of different models in predict-
ing prices of three crops (Brinjal, Tomato, and Green Chilli) across
three different time window sizes (w = 4, 6 and 9 days) [4]. Ac-
cording to the results, PECAD achieves ∼20% lesser coefficient of
variation as compared to RF. Further, PECAD significantly outper-
forms other deep learning models by reducing coefficient of variation
by ∼25% as compared to the average case performance of the other
deep learning models. In particular, PECAD outperforms Standard
Wide & Deep [3] and PECAD-Single TCN by achieving ∼13% and
∼13.5% lesser coefficient of variation, respectively [4].

Classification. We use accuracy and weighted F1 to assess the pre-
dictive performance of different algorithms. For the two-class clas-
sification, the achieved accuracy and F1 are shown in Table 2 and
Table 3, respectively. According to the results, on average, PECAD-
CLS improves the accuracy and F1 of RF by 0.67% and 1.1%,

respectively. In addition, on average, PECAD-CLS achieves 1.1%
higher accuracy and 2% higher F1 as compared to the other deep
learning methods.

For the three-class classification, the achieved accuracy and F1
are shown in Table 4 and Table 5, respectively. The results show
that PECAD-CLS improves the accuracy and F1 of RF by 1.6%
and 6.5%, respectively. Also, on average, it achieves 1.9% higher
accuracy and 5.2% higher F1 as compared to the other deep learning
methods.

Discussion. In the three-class classification, quality measures have
shown considerable improvement in terms of F1 compared to the
two-class classification. This improvement is largely due to consid-
ering the third class for small price changes. In the two-class classi-
fication, short price rise or fall will result in the trend change. How-
ever, this small fluctuation may not be quite effective in the long-
term trend. The three-class classification considers a “Stable” class
for such small price fluctuations because their effect on the general
trend of the market over the long-run is negligible.

As demonstrated before, PECAD-CLS performs better when it
comes to memorizing sequential data and at the same time, it can
generalize the crop and market features. The other baseline models
fail in either of these tasks. In particular, PECAD-CLS outperforms
Standard Wide & Deep about 3.8% in F1 (in the three-class version),
which shows the benefits of using TCN for modeling sequential data.

5 Conclusion & Future Research Pathway

In this paper, we build a deep neural network model that can pre-
dict price trends based on past price and volume patterns, and geo-
location information. Previous ML algorithms did not model the
spatio-temporal property explicitly. However, our method tries to
model this relationship by using the Wide and Deep architecture
along with the TCN model. As a result, F1 improved by ∼5% com-
pared to the state-of-the-art baseline models.

For the future research projects in this area, adding the weather
data in the model is recommended. The weather forecasting data af-
fects the supply level and as a result, it could improve the prediction
model. The other factor which would improve the prediction accu-
racy is the demand for each crop in different markets. According to
the law of demand and supply, if demand for a product goes up, it will
positively affect the price. Therefore, studying the impact of demand
would create a more accurate model.
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